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“Data Science at IBM - The Toxic Comment Classification Challenge”

Machine Learning, Neural Networks and Big Data have been omnipresent buzzwords of recent years whose implications are leading to an advance of automated, data-driven decision making in industry. In my talk I will report to you from my ongoing odyssey of becoming a data scientist. I will elucidate how holding a PhD in physics is aiding me along the way, how validation, overfitting and entropy relate to machine learning and why “clean” data is not always easy to come by.

Toxic Comment Classification is the automated labeling of insulting, obscene or threatening comments in forums and was a recent project of mine. Within a Jupyter Notebook, we will successively build from simple classical Natural Language models such as TFIDF to more elaborated convolutional and recurrent neural networks to increase the accuracy of our model. It will become clear why blending both simple and complicated models will generalize the best to unseen data. Finally, we will see how hyper parameter tuning and ensembling yield ready-to-deploy models.